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Abstract

The use of graphics workstations in NMASA s Numerical Aerodynamic
Simulation Frogram is discussed. The NAS workstation environment
consists of over 30 Silicon Graphics Inc. graphics workstations
networked to a Cray 2 and other computers via both HYFERchannel
and Ethernet. Fresent application software 1is described with
particular emphasis on distributed graphics between these
workstations and the Cray 2. A video tape illustrating a typical
distributed application is available. Fresent and desired data
rates are discussed. An attempt 1is made to extrapolate this
experience over the nexdt few years.



I. Overview of the NAS System.

NASA ectablished the Numerical QAerodynamics Simulation (NAS)
Program at its Ames Research Center with three principal goals in
mind?:

1. provide national computational capability to insure
continuing leadership in computational fluid dynamice (CFD)3:

2. act as an agency pathfinder in the integration and use
of large—scale computer systems through the use of

state—of—-the—art computer hardware and software technologiess

I. provide a strong research tool for NASA's Office of
Aeranautics and Space Technology.

The MAS System is described in greater detail in ref. 1. Here
only those features of NAS relevant to graphics workstations and
supercomputing are discussed. Figure 1 shows all the computers
associated the NAS System and how they are networked together.
The Cray 2 has a 4 nsec. clock and 236 million é64-bit words (2000
million bytes!) af nain memory. The four CFU's can obtain a peak
speed approaching 1000 MFLOFS for vector calculations. Connected
to the Cray 2 are many Silicon Graphics "IRIS" workstations.
Both HYFERchannel and Ethernet are used. AN ever increasing
number of remote sites are connected to NMAS over terrestrial
lines ranging from 56 to 224 kKbps. For the last two years, NAGA s
Langley (LaRC) and l_ewis {(LeRC) Research Centers have had IRIS
workstations connected to the MNAS System.

I1. Workstation Requirements for the NAS FProgram.

The NAS graphics workstations were chosen through competitive
procurement in the spring of 1934. The principal requirements
were as follows:

stand—-alone CFU with VAX (780) performance
real-time, dynamic graphics capability
large disk space

good, direct communications to the Cray
capability to make video animations

tools to made "journal quality” output
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These requirements are no doubt common to all potential
workstation users. The zecond one was of particular interest in
that it distinguiched this workstation from the vast number of
cammercial workstations available then. While hit-map graphics
was comnon place among workstations, the requirement called for
the capability ko manipul ate graphics objects in  near
real—tine. Today bhere are still only &  small nunber of vendors
who can deliver thisg capability 1n & workstation environment,

HNAS uswrs are +or Lhe wmast part working 1o oan area referrad to as



computational fluid dyanmics (CFD). This discipline attempts to
solve the differential equations of Ffluid flow numerically to
understand flows over realistic. three dimensional objects.
Historically fluid dynamicists have studied flows with
photographs using a wide array of technigues to visually enhance
salient f2atures of the flow. The use of computer graphics is &

particularly natural step for the CFD scientist. The
supercomputer provides him with a "wind tunnel” to perform his
numerical simulationss workstations with dynamic graphics

capability provide him with numerical flow visualization. Such
applications are well described by Buning and Steger, ref. 2.

ITi. Description of Fresent Workstation Hardware.

A& block diagram of the NAS workstation is shown in Fig. 2.
Silicon Graphics, Inc. (SGI) refers to it as the [RIS 2300 Turbo
warkstation. "IRIS" stands for "Integrated Raster Imaging
System”. The Motorola 48020 chip and the Weitek chip set give the
workstation floating point capability greater than that of a VAX
730 with floating point assist.

The unigue feature of the IRIS 1is the Geometry Engine (TM). It
consists of 12 WVLSI chips which perform the fleoating point
ralculations needed to transform, project and clip geometrical
data for display on a ORT. The IRIS performs transformations at a
speed which requires Geometry Engine performance in excess of 1O

MFLOFS. Some rendering of the graphics, including =z=-buffering
(hidden surface) and smooth shading, is also done in hardware.
The I2 bit planes of 1 kKb by 1 Kb resolution display memary can

be configured in several ways. For animation two butfers of 12
planes each are used in a "double-buffer" mode. Full RGE color is
nbtained by using a single Z4 bit plane buffer. Hidden surface
removal is provided by wsing 16 planes for a z-buffer and 16
planes +for color.

I addition to the usual compliment of RS2Z2IZ and Ethernet ports,
the IRIS also supports a HYFERchannel interface. This is simply a
aul tibus board made by IEON (Seattle) which emulates a DR11W, an
interface which permits connection to & Network Systems Corp.
(MSC) A400 HYFERchannel adapter. This interface permits the IRIS
to have dirsct communications to the supercomputer. A four trunk
SA400 cost about $80E andcan support four RIS s. The connect cos
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per RIS is thus $22K, including the IEON interface.

I'V. The Nebwork Environment.

There are  three principal  networks associated with  the  NAS
systemn. The local area network based on Ethernet links all
computers with the exception of the supercomputer. Cray will no
doubt make Fthernet access avallable e2al zoon now, The lack of
A FhRernelk intarface to the Cray and the raeguirament for Jirect
ACCoSS oFf =11 conpubters to the supercompuler l2ads naturally Lo



the use of NSC's HYFERchannel product. Both these LAN s connect
computers located within the MNAS Facility as well as to computers
located in other buildings located at Ames. These campus wide
connections are made via +iber optics, repeaters, and Dbridge
connections for both Ethernet and HYFERchannel.

The long-haul or wide area network, NASnet, provides Ethernet
accese for over 70% of NAS users. This network connects the local
NAS Ethernet to remote site Ethernets wvia Vitalink TransLAN
communication bridges. The necessary terrestrial cammunication
links are provided by NASA s newly implemented Frogram Support
Communication Metwork (FSCN). Thie long-haul natwork has been in
A prototype mode for over two years 10W. In particular, IRIS
workztations located at Langley (LaRC) and Lewie (LeR) Research
Centars have Ethernet access to the NAS networlk.

~#ll the computers at MNAS run  tep/ip communication protocols. In
addition EBerkesley style networking commands are supported on all
systems. This greatly facilitates the addition of new computers
g the network. The use of internet protocols provides remote
wEers Lranspar2nt access ta the Cray 2 via Ethernet-HYFERchannel
gateways.

-

Yo The Cray 2 as a Graphics Coprocessor.

In the foregoing sections, the tools for large scale scientific
camputing have been described. These are supercoaputer, graphics
workstation and the communications linking them. An application
pragram known as RIF —-- remote interactive particle tracer ---
was written at  Amnes to use these tools to increase the
productivity of CFD users. The UNIX and communications system
issues asscclated with RIF are discussed by Choi and Levit,
ret.ii two specific applications, RIF and FLOTIZD, are described
by Rogers et al. in ref.4.

Figure I illustrates the RIF application. It involves +two
processes, one on the IRIS and one on the Cray 2. These processes
comnuni cate over Ethernet or HYFERchannel wusing tep/ip protocols.
The proceses on the IRIS controls a graphics data base for the
object under study such as a space shuttle or new fighter design.
fhe TRIS can rotate and zoom through this data base 1in near real
Lime, completely independent of the Cray. The IRIS also pirovides
Ehe principal interface to the user in this application. The
proc=ss on bhe Cray 20 contirols (W pY=) solutilon data base {for Lhe
abject under stuady. This data base 1% Lhe resullb of solving
partial Jdifierential soguations which  dascribe fluid tlow, 6 e
lyprocally DOME Ln size and required 1 to 20 houwre of Crav Fime to

calcul ate.

The CFD z=cientisl ases RIF by indicating with the mouse o point
AN riest B b gect owhere be would like B release o test
Pe Eiles Ther solubion Jeba ase has  the informaetion Lo show hitm

P Shee sl parbicle rlows oast Phie obyect. When e clicks the



mouse, the location of the point is sent to the Cray. It in turn
interpolates through the solution data base to figure out where
the particle will flow. This technique is referred to as particle
path tracing. The Cray 2 1is very useful for finding particle
paths. The search procedure is CFU intensive, and the data base
is 30 MB or larger. While particle tracing can be carried out on
the workstation, the process would hardly be considered
interactive. In roughly 1/10 of a second, the Cray returns to the
IRIS a series of perhaps 400 short vectors which geometrically
define the particle trajectorv.

In a inatter of minutes the CFD uwuser can define and build up a
visualization of the flow field over the object of interest. Aot
any paint he can rotate the object and the traces to study the
flaw from different arientations. In this way he can correlate
what happens in one area of flow with another. RIFP provides him
an interactive tool with which to visualize, to explaore the
rasults of his flow field calculation. Since RIF sends displav
list intormation, ot image data, to the IRIS, all viewing and
manipulation of geametry and traces is done independently of the
supercomputer.

A video tape illustrating how RIF works is availahle upon written
regquest.,

VVI. Data Rates=s

RIF can be =+fectively used by remote users since it does not
gsend hugh amounts of data to the user’s workstation. One trace i
typically made of about 400 vectors. The tip of each vectar iz
detined by 12 bytes (#,vy,z). Another 2 to 4 bytes are needed for
control and color information. At 15 or so bytes per vector, one
tirace amounts to  about & kilobytes (KR) of data to be
tranemitted. This takes about 1 second at 56 Eb/s and /20 second
abt 1.3 Mb/s. For most users an interactive rasponse corrasponds
to 1/74 second or faster.
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The proablem with particle traces is thal they only reveal 4
fracltion of intormation available in the sinulation. In two
dimensions CFD scientists often use contour plots of density or
Mach nunbier to gain & more detailed insight  into the natwra of
e flow field. Suwch plots can be thought Of as betny nade of
many traces, typrcally an the order of 40 Lo 100 traces. (0 tlires
Jiumensi ons st s miow o shack 2D contowr plots. In time o
sophlstilceated visualization technigques will be developed. For now
o2 can eshimate Lhat bhe woguivalent of abouwt 1000 traces will be
tnvolved. Foughily gpeaking Lhen CFD users would like Lo oview
ey ddata wilh o single grap 25 frames corrasponding Lo about one
mez)aliyle (1 MRBY of graphics data, Such  wiews would vequire 7.0

mlpyalens B bransmi b atb TotibhSe o Aot Tomeconds at 1.9 MHb,os.
Theeses Linaagges ddoenst Lies OF FIED Are  much morre bypleal of what Lhe

SO epen il aonld Tidbe Lo =l itnteractivael . T LR1s ro2egard
OO e s eaistoml e and e rortunate sibtuation. The CFD zcpemblot



can get some very useful information +from the particle traces.
This technigque may very well be of little oaor no use to the
vigualization of other physical problems.

The visualization requirements discussed so far correspond to
steady state flows where the Fflow field is independent of time.
The are no end of unsteady flows which the CFD scientist would
like to study. Rs a dramatic example of such a flow, consider the
problem of store separation from a highly manuverable fighter. In
many cases new store designs or new tactics lead to the store
destroying a portion of the aircraft wing. The study of such
phenomena is experimentally very expensive. The time dependent
nature of this flow 1is clear. To visualize 1t would reqguire
hundreds of time stédps, with each frame reguiring 1| MB or so of
data as discussed above. The motion of various components of this
flow relative to one another 1s a critical feature of such a
problem. This reguires animation on the order of 10 frames per
second. This sort of application thus reqguires data rates on the
order at 10 MB/s.

~s 1n other applications, the CFD user also wants the ability to
rotate, zoom and pan through these images either on the fly ar in
a btamporarily paused state. The work of Winkler et al. at Los
Rlamos, ret. 3, illustrates the power of animating CFD results at
rates of &0 Mb/s. In this environment graphics images are stored
on magnetic disk and transferred as wickly as possible to a
frame buffer, providing animation of about 15 frames per =zZecond.
This approach, however, does not permit the user to interact with
the visualization. New external bus technology, such as that of
the Ultra Corp., ref. 4., gives the promise of streaming data
from the supercomputer itself to frame buffers at the rate of 100
MR/ <. In this case interactive control can  be gained with
appropriate software an the supercomputer. This would constitute
the world™s most expensive graphice workstation!

YITI. Cancluding Remarks

an exanple of a distributed scientific graphics application known
a5 RIF was discussed. This application wses  a graphics
workstation for Lhe display and control of geometrical data and a
superconputer for CRU and memory intensive rendering operations.
Aorkstation and supercomputer processes  are closely coupled with
standard networking sattware based on tap/dip protocols. The use
of o technique  reterred to as perticle Lracing keeps data
trafnsmlssion to a minimum. This 1n turn mnakes RIF a viable tool
for remoble graphics worbkstation users.,

! abovs it i evident that  applications such as RIF
Ay e gul ke suocessdul in wildaz Alraa nelbworbks o roannineg at T,
Al bhought Faster 2 g are  alwavs  desiialbile, A trulv robust T1
Gtk wonld mot anly handle RiF-sbvle applicabions, it owould

Ao e bos1zabkle salution Fulea Lo De ahilpped B LRhe reaota
st L a1 ke o i e bienda B v alidsy ., s word Fabuast o vao o vers,



import. Scientific users want to move large (S50 MB) files
routinely to and from their home sites. The impression of many
users with regard to today’s existing S6 kKb/s networks is that
they work fine for mail but are Iless than adequate for moving
files.

While T1 netwarks may be suitable +for the next few years, there
are several factors pushing for greater capabilities. As graphics
workstations become more common place, scientists will develop
new techniques (Z) to visualize their science. These techniques
will require wide area rates in access af 1 MB/s. There already
exist examples (35) of applications where local rates of over 60
Mb/s have been achieved. Graphics workstations in the next few
years will be enhanced significantly in hardware capabilities.
Multibus will be replaced by VME. Frocessing speed will go from
the 1 MIFS regime to 10 MIFS or better. In stead of 100K vector
transformations per second, there will be systems that transform
I00K polygons per second including z-buffering (hidden surface).
The advent of 4 Mb RAM chips will bring display memories of 25é
bit planes. It is clear that future graphics workstations will
have the fast buses and large memories needed to handle intensive
supercomputer output. The question is whether future wide area
networks will have the hardware and software capability to
sustain communications between future supercomputers and graphics
workstations.
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